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Introduction
In the following two sections, please fill in the AI Systems you utilize or offer to DB during service provision, the corresponding risk classification and the role you have in the supply chain. Understanding these core elements is crucial, as they determine which legal obligations and governance requirements apply. You need to provide all AI Systems in this template as we need to ensure that you are compliant for all AI Systems you employ as part of your service to DB. With this list, we can map provided evidence with existing AI Systems. In the Appendix, please find additional, supplemental material.
AI Models
Please list all AI Systems mentioned in the CAQ, indicating their risk level, your corresponding role and a short description of the AI System. Please extend the list if needed.
	#
	AI System Name 
	Short description
	Risk Classification
	Role

	1
	Add AI System Name here.
	Add a short description here, as well as details on the used AI Model.
If you are a deployer, the provider of the AI System(s) need to be named.
	Transparency Risk	Deployer
	2
	Add AI System Name here.
	Add a short description here, as well as details on the used AI Model.
If you are a deployer, the provider of the AI System(s) need to be named.
	High Risk	Authorized Representative
	3
	Add AI System Name here.
	Add a short description here, as well as details on the used AI Model.
If you are a deployer, the provider of the AI System(s) need to be named.
	Choose an item.	Choose an item.
	…
	…
	…
	…
	…


GPAI Models
Independent from the previously mentioned risk classification, General purpose AI models have special regulations applying, with certain differences for models with systemic risk and open-source solutions. Please list all GPAI models mentioned in the CAQ, indicating if they follow under systemic risk, your corresponding role and a short description of the model. Please extend the list if needed.
	#
	Model Name 
	Short description
	Open Source
	Systemic Risk

	1
	Add model Name here.
	Add a short description here
	Choose an item.	Choose an item.
	2
	Add model Name here.
	Add a short description here
	Choose an item.	Choose an item.
	3
	Add model Name here.
	Add a short description here
	Choose an item.	Choose an item.
	…
	…
	…
	…
	…





Appendix
Roles:
1. Provider: If the third party:
· Develops an AI system or general-purpose AI model
· Has an AI system or model developed
· Places it on the EU/EEA market or puts it into service
· Does so under their own name or trademark
· Integrates an AI model or AI system from another provider in its IT System
2. Deployer: If the third party: 
· Uses an AI system under their authority
· Uses the output of an AI system in the EU/EEA
3. Authorized Representative:
· Is appointed by a non-EU provider to represent them in the EU
· Performs tasks specified in the mandate from the provider
4. Importer or Distributor: If the third party: 
· Imports or distributes AI systems in the EU market
Risk Categories

High-Risk AI Systems
AI systems as safety components or products as per ANNEX I where both of the following conditions are fulfilled (note: ANNEX I consists of 2 parts – Section A and B):
· AI systems used as safety components of a product or are themselves products falling under the EU harmonisation legislation listed in Annex I

AND
The product or AI system must undergo third-party conformity assessment
AI systems in the following areas with impact on health, safety, or fundamental rights of natural persons, are considered “High-Risk” (as per EU AI Act ANNEX III):
1.     Biometric identification and categorisation
2.     Management of critical infrastructure
3.     Education and vocational training
4.     Employment and personnel management
5.     Access to essential private and public services
6.     Law enforcement
7.     Migration, asylum, and border control
8.     Administration of justice and democratic processes
This does not apply to AI systems where: 
a) the AI system is intended to perform a narrow procedural task, 
b) the AI system is intended to improve results of a previously completed human activity, 
c) the AI system is intended to detect deviations from prior decision-making patterns without replacing the human, 
d) the AI system is intended to perform preparatory tasks
Limited or Transparency Risk AI Systems
Limited risk refers to the risks associated with lack of transparency in AI usage. The AI Act introduces specific transparency obligations to ensure that humans are informed when necessary, fostering trust (EC press announcement).The binding source is the EU AI Act Article 50. Simply put, this category includes all AI systems that meet the following criteria and are not classified as “prohibited” or “high-risk”:
1. AI systems intended to interact directly with natural persons
2. AI systems, including general-purpose AI systems, generating synthetic audio, image, video or text content
3. AI Systems for emotion recognition system or a biometric categorisation system
4. AI system that generates or manipulates image, audio or video content constituting a deep fake
Minimal or No Risk AI Systems
The formal definition is that AI Systems which do not fall into the other 3 risk categories (prohibited, high-risk, limited risk) are deemed “minimal or no risk”. No additional obligations apply in this category. This includes applications such as AI-enabled video games or spam filters. 
GPAI Definitions
· “General-Purpose AI (GPAI) Model” means an AI model, including where such an AI model is trained with a large amount of data using self-supervision at scale, that displays significant generality and is capable of competently performing a wide range of distinct tasks regardless of the way the model is placed on the market and that can be integrated into a variety of downstream systems or applications, except AI models that are used for research, development or prototyping activities before they are placed on the market
· “General-Purpose AI (GPAI) System” means an AI system which is based on a general-purpose AI model and which has the capability to serve a variety of purposes, both for direct use as well as for integration in other AI systems
· “High-Impact Capabilities” means capabilities that match or exceed the capabilities recorded in the most advanced General-Purpose AI models
· “Systemic Risk” means a risk that is specific to the high-impact capabilities of general-purpose AI models, having a significant impact on the market due to their reach, or due to actual or reasonably foreseeable negative effects on public health, safety, public security, fundamental rights, or the society as a whole, that can be propagated at scale across the value chain;
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